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Abstract: In training algorithms, there are certain factors to keep in mind to provide results more in line with a certain prediction model, among these factors is the fact of trying to make models with too many or too few calculation parameters, which can lead to issues of overfitting or underfitting, which currently certain methods have been developed to counteract the effects that these produce in the programs. Some of these techniques and their working principles are described below.

1. Introduction

Nowadays, the amount of information that is produced and stored daily in a digital format, in social networks, educational entities, informative organizations, among others, is of great significance. The content of this information represents data of interest to the world population in general and, to a greater extent, to companies and governments. Within this same area, the emergence of Text Mining has provided tools that lead to a better interpretation in decision making based on the available information.

This field addresses problems such as categorization and grouping of texts, identification of patterns, selection of information of interest, whose solution addresses the extraction and analysis of connections between concepts.

The structuring of the content of the texts in question is achieved by means of a representation model, on which the algorithms and identification processes applied depend.

In this paper, we will describe the most used text representation models, the principles on which each one is based and the possible deviations in the resulting interpretation.

1. ****Regularization****

When we talk about regularization, we are talking about a regression technique that is implemented with the objective of restricting or minimizing the fitted loss function to discourage the learning of a more complex model to prevent possible overfitting or underfitting. In other words, one can fit the machine learning model on a given data set and reduce the errors in it.[1]

There are two main regularization techniques:

1. Ridge regularization: which is governed by the following formula.

Wherein,

Seeks to modify overfitted or underfitted machine learning models by minimizing and calculating the coefficients, through the cost function of the ridge regression. The larger the penalty λ, the smaller the magnitude of the coefficients.

1. Lasso Regression: which is governed by the following formula

Wherein,

Like the Ridge regularization, it also seeks to modify overfitted or underfitted machine learning models by minimizing the coefficients, only instead of squaring the magnitude of the coefficients, it takes the actual values.[2]

1. Early Stopping

Early stopping appears as a solution that seeks to avoid overfitting in machine learning models. This stopping method works once the performance of the validation dataset starts to stop or in other case when it decreases with respect to the performance of the validation dataset in the previous training time, it immediately stops iterating and stops the algorithm. The gain is a maximization of the generalization power of the learning model. [3]

An advantage of early stopping is that it provides a guide to how many iterations can be allowed before the learning algorithm begins to suffer from overfitting. [4]

1. Pruning

Pruning appears as a regularization technique to avoid overfitting, in machine learning language, this technique seeks to eliminate everything that is redundant or unimportant in a search model in order to reduce the difficulty and time of inference. [5]

1. Dropout

Dropout is a technique or method applied in machine learning algorithms to prevent overfitting during the training of predictive systems, it is a regularization method in which the model is trained so that it does not learn an interdependent set of feature weights.

In simpler words, it is based on randomly eliminating layers or units in the training network, which translates into an adaptability that will not be excessive on the part of certain layers or units, in order to later compare predictions of these poorly adapted units with the predictions made by the layers that were not eliminated, i.e., those that were trained. Therefore, these algorithms require a greater number of iterations to achieve their objective.

Basically, this method is based on a principle of co-adaptation, which provides robustness to the training, because the layers in the process of adaptation are correcting errors of previous layers. It is a model to reduce overfitting, which is noisy and in which probabilities of greater or lesser responsibility are assumed for the inputs that result in each stage of the process.

Some studies show that Dropout improves the performance of neural networks in supervised vision tasks, computational biology, document classification, result retrieval, speech recognition, among others.

1. Regularize the weights

In many cases of algorithm training, the programs associate input weights to the outputs and in certain occasions the existence of a single range of weights produces instability in the algorithm's objective, meaning an overadjustment of the algorithm in which inputs with small changes can cause large changes in the results.

The weight is understood as the level of specifications that the program can understand, so that if it is at an excessive level, the training is over-fitting, requiring the same level of specifications for all inputs.

The method of regularizing the associated weights, based on keeping them small, is used as a technique to correct the overfitting and provide better generalization of the data in question by changing the loss calculation used in the optimization of the program.

The algorithm finally uses weights smaller or no larger than necessary to provide good performance.
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